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SAT Solving and Limitations
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Modern SAT solvers, based on the CDCL architecture (GRASP) and
efficient heuristics and data structures (Chaff, MiniSat), are very efficient
in practice

However, some instances remain completely out of reach for these solvers,
due to the weakness of the resolution proof system they use internally

This is particularly true for instances requiring the ability to count, such
as pigeonhole-principle formulae, stating that “n pigeons do not fit in
n—1 holes”

Such instances can be solved efficiently with pseudo-Boolean solvers
based on cutting planes J
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Pseudo-Boolean (PB) Constraints

PB solvers generalize SAT solvers to take into account

= normalized PB constraints 27:1 ail; > 6
» cardinality constraints Y., ¢; > 6
» clauses > p 4> 1=\ ¢

in which

= the coefficients «; are non-negative integers
= (; are literals, i.e., a variable v or its negation v=1—v
= the degree 4 is a non-negative integer
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Cutting Planes for CDCL

The generalized resolution proof system [Hooker, 1988] is used in PB
solvers as the counterpart of the resolution proof system:

al + 30 aili > 6 BE+ ST, Bili > 02
S (Bai+ aBi)li > B + ad—af

(cancellation)

Siqoili= 0
27:1 min(a,-, (S)E, Z )

(saturation)
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Cutting Planes for CDCL

The generalized resolution proof system [Hooker, 1988] is used in PB
solvers as the counterpart of the resolution proof system:

al + 30 aili > 6 BU+ YT Bili > 6,

lati
S (Bai + aBi)l; > B, + ads—af (cancellation)

27:1 oail; >0

saturation
Sormin(a;, 8)€; > 6 ( )

Using these rules during conflict analysis requires to apply additional
operations to preserve CDCL invariants J
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On the Optimality of the 1-UIP

In SAT solvers, it is well known that learning the first assertive clause,
known as the first unique implication point (1-UIP), triggers the highest
possible backjump (in the context of non-chronological backtracking)

In PB solvers, the same approach has been applied: the first assertive
constraint produced during conflict analysis is learned, and is used to
determine the backjump level

However, learning this constraint is not optimal in general
in terms of backjump level
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Motivation: A Pigeon-Hole Principle Example

Pi=pii+pio+tpiz>1
Pr=pr1+poo+p3z>1
P3=p31+p32+psz>1
Py=ps1+pa2+pa3z>1

Hy =p11+ P21+ P31+ Pa1 >3
Ho=p1o+poo+p3so+pap>3
Hs =p13+ P23+ P33+ Paz >3
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Continuing conflict analysis after having derived an assertive constraint
may thus improve the level of the backjump

However, as for clauses, continuing the analysis may also worsen the
backjump level

Some additional operations are needed to guarantee that the backjump
level will be improved J

Moreover, the current criterion of deriving an assertive constraint is no

longer sufficient to stop the analysis

New criteria must be identified to decide when to stop the analysis J
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First, we need to guarantee that the backjump level can only improve, by
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Improving the Backjump Level

First, we need to guarantee that the backjump level can only improve, by

applying the weakening rule

ol + 27:1 cv,-&- 2 1)
2721 Oé,'g,' 2 o—«

(weakening)

This rule (together with the saturation rule) is already applied in PB
solvers to preserve the conflict during conflict analysis

The rule is applied iteratively until a propagation at the best assertion
level found so far is restored J
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Stopping the Analysis
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constraint is assertive at the highest decision level on the trail
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Stopping the Analysis

A base criterion for stopping the analysis is to do so when the derived
constraint is assertive at the highest decision level on the trail

Note that if the constraint has become conflicting again, a new classical
conflict analysis must start, even if the constraint was assertive at this
decision level before

We also tried different additional criteria for improving the efficiency of
the approach but in practice they are used very rarely J
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nts in Sat4j: Sub-Optimal Analyses
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Figure 1: Boxplots of the percentage of sub-optimal analyses per family.
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Experiments in Sat4j: Conflicts
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Experiments in Sat4j: Cancellations
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Figure 3: Scatter plot of the number of cancellations
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Experiments in Sat4j: Runtime
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Figure 4: Scatter plot of the runtime
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Conclusion and Perspectives

= Current PB solvers inherit the CDCL architecture of modern SAT
solvers by implementing cutting planes rules

= However, some invariants of CDCL are broken in PB solvers, such as
the optimality of the 1-UIP

= We presented different strategies for continuing the analysis, while
guaranteeing to improve the backjump level
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= Current PB solvers inherit the CDCL architecture of modern SAT
solvers by implementing cutting planes rules

= However, some invariants of CDCL are broken in PB solvers, such as
the optimality of the 1-UIP

= We presented different strategies for continuing the analysis, while
guaranteeing to improve the backjump level

= |mprove the efficiency of the proposed approaches

= Find better ways to decide when to stop (e.g., based on the quality
of the learned constraint)

= Use speculative techniques to guess when the analysis should stop,
while allowing to continue the analysis asynchronously

= Consider the use of chronological backtracking techniques
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